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Machine Learning (Statistical Learning)

Francois Chollet, “Deep Learning with Python,” Manning, 2017

Metrics





Five Tribes of Machine 
Learning

• Evolutionaries

• Connectionists

• Symbolists

• Bayesians

• Analogizers

Pedro Domingos



The Master Algorithm – Pedro Domingos



3 Basic Operations of Algorithms

• All Algorithms can be Reduced to 3 Operations
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Number of Connections in the Brain

Neurons (for adults):

10^11, or 100 billion, 100000000000

Synapses (based on 1000 per neuron):

10^14, or 100 trillion, 100000000000000



Frank Rosenblatt’s Perceptron (1957)









Deep Learning
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Learning XOR (1986)
Geoffrey Hinton



Backpropagation



Inference



Chain Rule



Example: Recognizing Handwritten Digits

•MNIST dataset
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Grant 
Sanderson
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Gradient Descent
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https://hackernoon.com/gradient-descent-aynk-7cbe95a778da

https://hackernoon.com/gradient-descent-aynk-7cbe95a778da


Cost Function

• Mean-Squared Error
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Gradient Descent of MSE

• Gradient of MSE

• Update

• Repeat until Convergence
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Convolutional Neural 
Networks (CNNs)



Convolutional Neural Networks (CNNs)

• https://medium.com/@sh.tsang/paper-brief-review-of-lenet-1-lenet-4-lenet-5-
boosted-lenet-4-image-classification-1f5f809dbf17

https://medium.com/@sh.tsang/paper-brief-review-of-lenet-1-lenet-4-lenet-5-boosted-lenet-4-image-classification-1f5f809dbf17


14,197,122 images, 21841 classes 

(2021/9/21)



ImageNet 
Large Scale 
Visual Object 
Recognition 
Challenge 
(ILSVRC) 

• 1000 categories

• For ILSVRC 2017
− Training images for each category ranges from 

732 to 1300

− 50,000 validation images and 100,000 test 
images.

• Total number of images in ILSVRC 2017 is 
around 1,150,000
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Winners’ Error Rates on ImageNet Challenge



Convolutional Neural Network (AlexNet)

• Alex Krizhevsky, Geoffery Hinton et al., 2012



Winners’ Error Rates on ImageNet Challenge







ResNet (2015)

• Residual Neural Network

• Proposed “skip connection”

• 152-layer with 3.57% error rate



CNN Comparison

https://medium.com/analytics-vidhya/cnns-architectures-lenet-alexnet-vgg-googlenet-resnet-and-more-666091488df5

https://medium.com/analytics-vidhya/cnns-architectures-lenet-alexnet-vgg-googlenet-resnet-and-more-666091488df5


Recurrent Neural Networks 
(RNNs) and LSTM



Recurrent Neural Networks (RNNs)



Unroll the RNN



Long Short-term Memory (LSTM)



Deep Reinforcement Learning



What is Reinforcement Learning?

Trial & 
Error

Delayed 
Reward

Reinforce
ment 

Learning



Fundamentals of Reinforcement Learning

Action 𝑎𝑡 Observation
(State 𝑆𝑡)

Reward 𝑟𝑡

Environment 
(Model)

Agent

𝜋 𝑎𝑡 𝑆𝑡)
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Learn to Play Atari Games

• Mnih et al., “Human Level Control through Deep Reinforcement 
Learning,” Nature, 2015
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DRL in Atari



AlphaGo
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Dr. Aja Huang (黃士杰)



The Complexity of Go vs Chess



AlphaGo Zero
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AlphaGo Zero
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https://www.youtube.com/watch?v=B9PL__gVxLI

https://deepmind.com/blog/article/alphafold-a-solution-to-a-50-year-old-grand-challenge-in-biology



Limits of Deep Learning



No Idea of Real World

Alcorn et al., “Strike (with) a pose: Neural networks are easily fooled by strange poses of familiar objects,”CVPR 2019.



Tesla Autopilot Hit an 
Overturned Truck in Taiwan





Adversarial Attack



Generative Adversarial Networks (GAN)

• Ian Goodfellow



Super Resolution
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DeepFake: Is this you?
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https://www.youtube.com/watch?v=gLoI9hAX9dw

https://www.youtube.com/watch?v=gLoI9hAX9dw


Google’s AutoML

• Learning neural network cells automatically

71https://ai.googleblog.com/2017/11/automl-for-large-scale-image.html

https://ai.googleblog.com/2017/11/automl-for-large-scale-image.html


AutoML on ImageNet
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EfficientNet (May, 2019)
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Transformer & GPT3

https://www.youtube.com/watch?v=SZorAJ4I-sA

Attention 
is All You 

Need!

https://www.youtube.com/watch?v=SZorAJ4I-sA


huggingface.co



Key Takeaways

1. Deep learning is a branch of Machine Learning, which is a sub-field of 
Artificial Intelligence.

2. There are two stages in machine learning: training (learning) and testing 
(inference).

3. Gradient Descent is used to train NN models by updating weights to 
minimize the prediction errors.

4. Convolutional Neural Networks (CNN) are used to recognize images.

5. RNN and LSTM are used to recognize sequential data such as text or speech.

6. Generative Adversarial Networks (GANs) can be used to generate fake data.

7. Transformer told us that attention is all you need!

8. Deep Reinforcement Learning can not only play Go, but also study new drugs.
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