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Applied Math for Deep Learning

ÅLinear Algebra

ÅProbability

ÅCalculus

ÅOptimization



Linear Algebra

ÅScalar
-real numbers

ÅVector (1D)
-Has a magnitude & a direction

ÅMatrix (2D)
-An array of numbers arranges in rows & 

columns

ÅTensor (>=3D)
-Multi-dimensional arrays of numbers



Real-world examples of Data Tensors

ÅTimeseries Data ς3D (samples, timesteps, features)

ÅImages ς4D (samples, height, width, channels)

ÅVideo ς5D (samples, frames, height, width, channels)
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Vector Dimension vs. Tensor Dimension

ÅThe number of data in a vector is also called άŘƛƳŜƴǎƛƻƴέ

ÅLƴ ŘŜŜǇ ƭŜŀǊƴƛƴƎ Σ ǘƘŜ ŘƛƳŜƴǎƛƻƴ ƻŦ ¢ŜƴǎƻǊ ƛǎ ŀƭǎƻ ŎŀƭƭŜŘ άǊŀƴƪέ

ÅMatrix = 2d array = 2d tensor = rank 2 tensor

ÅAxis means the specific dimension of a Tensor

https://deeplizard.com/learn/video/AiyK0idr4uM

https://deeplizard.com/learn/video/AiyK0idr4uM


The Matrix



Matrix

ÅDefine a matrix with m rows 
and n columns:

SantanuPattanayakΣ έtǊƻ 5ŜŜǇ [ŜŀǊƴƛƴƎ ǿƛǘƘ ¢ŜƴǎƻǊCƭƻǿΣέ Apress, 2017



Matrix Operations

ÅAddition and Subtraction



Matrix Multiplication

ÅTwo matrices A and B, where 

ÅThe columns of A must be equal to the rows of B, i.e.  n == p

ÅA * B = C, where

Å
m

n

p

q
q

m



Example of Matrix Multiplication (3-1)

https://www.mathsisfun.com/algebra/matrix-multiplying.html
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https://www.mathsisfun.com/algebra/matrix-multiplying.html


Example of Matrix Multiplication (3-2)

https://www.mathsisfun.com/algebra/matrix-multiplying.html
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Example of Matrix Multiplication (3-3)

https://www.mathsisfun.com/algebra/matrix-multiplying.html
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https://www.mathsisfun.com/algebra/matrix-multiplying.html


Matrix Transpose

https://en.wikipedia.org/wiki/Transpose

https://en.wikipedia.org/wiki/Transpose


Dot Product

ÅDot product of two vectors become a scalar

ÅNotation:  ὺɇὺ or  ὺ ὺ



Linear Independence

ÅA vector is linearly dependenton other vectors if it can be expressed 
as the linear combination of other vectors

ÅA set of vectors ὺȟὺ,Ễȟὺ is linearly independent if ὥὺ
ὥὺ Ễ ὥὺ πimplies all ὥ πȟᶅὭɴ ρȟςȟỄὲ



Span the Vector Space

Ån linearly independent vectors can span 
n-dimensional space



Rank of a Matrix

ÅRank is:
-The number of linearly independent row or column vectors

-The dimension of the vector space generated by its columns

ÅRow rank = Column rank

ÅExample:

https://en.wikipedia.org/wiki/Rank_(linear_algebra)

Row-
echelon 

form

https://en.wikipedia.org/wiki/Rank_(linear_algebra)


Identity Matrix I
ÅAny vector or matrix multiplied by I remains unchanged

ÅFor a matrix ὃ , ὃὍ Ὅὃ ὃ



Inverse of a Matrix

ÅThe product of a squarematrix ὃand its inverse matrix ὃ
produces the identity matrix Ὅ

Åὃὃ ὃ ὃ Ὅ

ÅInverse matrix is square, but not all square matrices has inverses



Pseudo Inverse

ÅNon-square matrix and have left-inverse or right-inverse matrix

ÅExample:

-Create a square matrix ὃὃ

-Multiplied both sides by inverse matrix ὃὃ

-ὃὃ ὃ is the pseudo inverse function

ὃὼ ὦȟὃᶰᴙ ȟὦɴ ᴙ

ὃὃὼ ὃὦ

ὼ ὃὃ ὃὦ



Norm

ÅbƻǊƳ ƛǎ ŀ ƳŜŀǎǳǊŜ ƻŦ ŀ ǾŜŎǘƻǊΩǎ ƳŀƎƴƛǘǳŘŜ

Åὰnorm

Åὰnorm

Åὰnorm

Åὰ norm



Eigen Vectors

ÅEigenvector is a non-zero vector that changed by only a scalar factor ˂
when linear transform ὃis applied to:

Åὼare Eigenvectors and ‗are Eigenvalues

ÅOne of the most important concepts for machine learning, ex:
-Principle Component Analysis (PCA)

-Eigenvector centrality

-PageRank

-Χ

ὃὼ ‗ὼȟὃᶰᴙ ȟὼɴ ᴙ



Example: Shear 
Mapping
ÅHorizontal axis is the 

Eigenvector



Power Iteration Method for Computing Eigenvector 

1. Start with random vector ὺ

2. Calculate iteratively: ὺ ὃὺ

3. After ὺ converges, ὺ ḙὺ

4. ὺ will be the Eigenvector with largest Eigenvalue



NumPy for Linear Algebra

ÅNumPy is the fundamental package for scientific computing 
with Python. It contains among other things:
-a powerful N-dimensional array object
-sophisticated (broadcasting) functions
-tools for integrating C/C++ and Fortran code
-useful linear algebra, Fourier transform, and random 

number capabilities



Python & NumPy tutorial

Åhttp://cs231n.github.io/python-numpy-tutorial/

ÅStanford CS231n: Convolutional Neural Networks 
for Visual Recognition
-http://cs231n.stanford.edu/

http://cs231n.github.io/python-numpy-tutorial/
http://cs231n.stanford.edu/


Create Tensors

Scalars (0D tensors) Vectors (1D tensors) Matrices (2D tensors)



Create 3D Tensor



Attributes of a Tensor

ÅNumber of axes (dimensions)
-x.ndim

ÅShape
-This is a tuple of integers showing how many data the tensor has along each axis

ÅData type
-uint8, float32 or float64



Manipulating Tensors in Numpy
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Displaying the Fourth Digit
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NumpyMultiplication



Real-world examples of Data Tensors

ÅVector data ς2D (samples, features)

ÅTimeseries Data ς3D (samples, timesteps, features)

ÅImages ς4D (samples, height, width, channels)

ÅVideo ς5D (samples, frames, height, width, channels)
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Batch size & Epochs

ÅA sample
-A sample is a single row of data

ÅBatch size
-Number of samples used for one iteration of gradient descent

-Batch size = 1: stochastic gradient descent

-1 < Batch size < all: mini-batch gradient descent

-Batch size = all: batch gradient descent

ÅEpoch 
-Number of times that the learning algorithm work through all training 

samples
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Element-wise Operations for Matrix

ÅOperate on each element



NumPy Operation for Matrix 

ÅLeverage the Basic Linear Algebra subprograms (BLAS)

ÅBLAS is optimized using C or Fortran



Broadcasting

ÅApply smaller tensor repeated to the extra axes of the larger tensor
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Tensor Dot



Implementation of Dot Product


