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Attention Test: Where is the 4-leaf clover?

2https://www.mentalup.co/blog/concentration-test

https://www.mentalup.co/blog/concentration-test


Attention

• Visual attention and textual 
attention

3https://lilianweng.github.io/lil-log/2018/06/24/attention-attention.html

https://lilianweng.github.io/lil-log/2018/06/24/attention-attention.html


Attention = Vector of Importance Weights

•Use weights to assign importance of input data

• Types of attention
−Implicit vs. Explicit

• Max pooling is implicit attention

−Hard vs. Soft
• Soft attention is described by continuous variables

• Hard attention is described by discrete variables

−Additive vs. Multiplicative 
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Seq2seq model (Language Translation)

5https://towardsdatascience.com/introduction-to-rnns-sequence-to-sequence-language-translation-and-attention-fc43ef2cc3fd

https://towardsdatascience.com/introduction-to-rnns-sequence-to-sequence-language-translation-and-attention-fc43ef2cc3fd


Training and Inference of Seq-to-Seq
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Homonyms: Multiple-meaning Words

• Words are “Context-aware”.
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• date

Her favorite fruit to eat is a date.

John took Mary out on a date.

What is your date of birth?

• fall

I love cool, crisp fall weather.

Don’t fall on your way to the gym.

https://grammar.yourdictionary.com/for-students-and-parents/words-with-multiple-meanings.html

https://grammar.yourdictionary.com/for-students-and-parents/words-with-multiple-meanings.html


Additive Attention in RNN
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Attention is All 
You Need!

NIPS, 2017

Google Brain & University of Toronto
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The Transformer Model

• Multi-head attention
− Self-attention in encoders

− Masked Self-attention in decoders

− Encoder-decoder attention

• Positional encoding
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A. Waswani et al., “Attention is All You Need, ” NIPS, 2017

https://arxiv.org/abs/1706.03762


Attention Module in Transformer

• Query (Q), Key (K), Value (V) attention
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A. Waswani et al., “Attention is All You Need, ” NIPS, 2017

https://arxiv.org/abs/1706.03762


Visualizing Attention

• Tensor2Tensor Notebook
https://colab.research.google.com/github/tenso
rflow/tensor2tensor/blob/master/tensor2tensor
/notebooks/hello_t2t.ipynb
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Inputs: The animal didn't cross the 

street because it was too tired 

Outputs: Das Tier überquerte die Straße 

nicht, weil es zu müde war, weil es zu 

müde war.

https://colab.research.google.com/github/tensorflow/tensor2tensor/blob/master/tensor2tensor/notebooks/hello_t2t.ipynb


Self-attention 
Example

• “animal” and “it” have a 
high relevancy score
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Self Attention
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Simple Self 
Attention
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Self-attention Pseudocode
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Query, Keys, Values
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Retrieving 
images from 
a database
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Query, Keys, Values



Multi-head Attention

• Use multiple attention modules 
and concatenate outputs

• Like depthwise separable 
convolution
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Transformer Encoder

• Multi-head attention

• Dense network

• Residual connection

• Layer normalization
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Transformer 
Encoder
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Layer Normalization
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Transformer Encoder for Text Classification
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Different Types of NLP Models
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Positional 
Encoding
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Transformer 
Encoder with 
Positional 
Embedding
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IMDB Movie Review Classification
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Bag-of-Words or Sequence Models?

• Chollet, et al. (http://mng.bz/AOzK)
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Transformer 
Encoder + 
Decoder
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