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Markov Decision Process (MDP)

https://en.wikipedia.org/wiki/Markov decision process



https://en.wikipedia.org/wiki/Markov_decision_process

Markov Property

e Current state can represent all information from the past states
* i.e. memoryless
* Let bygones be bygones

A state S; i1s Markov if and only if
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Markov Process

* A Markov process is a memoryless random process, i.e. a sequence of
random states S;, S,, ... with Markov property

* Transition probability P(s, s’) is the probability of moving from state s
to state s’

PSS" — [P [Sf—l—l — SI ‘ Sf — 5}



Student Markov Chain




Student Markov Chain Episodes

Sample episodes for Student Markov

Q Chain starting from $; = C1
écib.j Sleep | g— 51'52'5T
|Cﬁass.f SR Cfr;.;;é"th C'Ff_:;s 3+M—H Pa;;\l O Cl C2 C3 PaSS Sleep

N> N 0 N
m C1 FB FB C1 C2 Sleep
y m C1 C2 C3 Pub C2 C3 Pass Sleep
()™ m C1FBFB C1C2C3PubClFBFB
FB C1 C2 C3 Pub C2 Sleep



Example: Student Markov Chain Transition Matrix
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Adding Reward to Markov Process

* A Markov reward process is a Markov chain with values.

A Markov Reward Process is a tuple (S, P, R.~)
m S is a finite set of states

m P is a state transition probability matrix,
Psss =P [Str1 =5 | St = 5]
m R is a reward function, R¢ = E[R;11 | St = 5]

m 7 is a discount factor, v € [0, 1]



Student MRP




Discounted Future Return G,

* The discount y € |0,1] is the present value of future rewards
— v close to 0 leads to “short-sighed” evaluation
— v close to 1 leads to “far-sighed” evaluation

Definition

The return Gy is the total discounted reward from time-step t.

Gt = Rey1 + YR + ... = Z’V’k Re ki1
k=0



Why add discount factor y?

* Uncertainty about the future
* Avoids infinite returns in cyclic Markov processes
* Animal/human behaviour shows preference for immediate reward



Value Function

* The value function v(s) estimates the long-term value of state s

The state value function v(s) of an MRP is the expected return
starting from state s

v(s) =E[G; | S; = 5]



Student MRP Returns
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State-Value Function for Student MRP (1)




State-Value Function for Student MRP (2)




State-Value Function for Student MRP (3)

v(s) for y =1




Bellman Equation for MRPs

* The value function can be decomposed into two parts:
—immediate reward R,,,
— discounted value of next state y v(S,,,)

v(s) = E[G; | S5 = s]

=E [Rej1 +YRes2 + Y Repa + .. | St =5
= E[Rey1 + 7 (Rey2 +7Resz +0.) | S¢ = 5]
= E[Ret1 +7Ges1 | S¢ = ]

= E[Rey1 +7v(St41) | St = 9]




Backup Diagram for Bellman Equation

v(s) = E[Ret1 +v(Se41) | St = 9]




Calculating Student MDP using Bellman Equation

4.3 =-2+0.6%10 + 0.4%0.8




Markov Decision Process

* A Markov decision process (MDP) is a Markov reward process with decisions.

A Markov Decision Process is a tuple (S, A, P, R,~)

m S is a finite set of states

m A is a finite set of actions

m P is a state transition probability matrix,
Pl =P[St11=5"| St =s5,A; = 3]

m R is a reward function, R =E[R;11 | St = s, A = 3]

m 7 is a discount factor v € [0, 1].



Student MDP with Actions
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Policy

* MDP Policies only depend on the current state, i.e. stationary

A policy 7 is a distribution over actions given states,

m(als) =P[Ar=a | St = 3]



Policies

m Given an MDP M = (S, A,P,R,~) and a policy 7
m The state sequence S1, Sy, ... is a Markov process (S, P7)

m [ he state and reward sequence $1, R, 5o, ... I1s a Markov
reward process (S, P™,R™,~)
m Where

Psﬂ:sf = Z W(Q‘S)Pjsf
acA

RI = m(als)R2

acA



Value Function

The state-value function v, (s) of an MDP is the expected return
starting from state s, and then following policy w

Vr(s) =E, [G: | St = 5]

The action-value function q,(s, a) is the expected return
starting from state s, taking action a, and then following policy 7

Qﬂ'(sia) = Ex |Gt | St =5,Ac = 3



State-Value Function for Student MDP

Facebook va(s) for w(als)=0.5, y =1

R=-1

Facebook
R=-]




Backup Diagram for v, and q,

Ve (s) = Z m(a|s)qgx(s, a)

ac A
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Bellman Expectation Equation for Student MDP
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Optimal Value Function

The optimal state-value function vi(s) is the maximum value
function over all policies

Vi(S) = max Vr(S)

The optimal action-value function g, (s, a) is the maximum
action-value function over all policies

g«(s,a) = max g, (s, a)

,-T



Optimal Value Function for Student MDP
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Optimal Action-Value Function for Student MDP
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(https://www.youtube.com/watch?v=IfHX2hHRMVQ&list=PLqYmG7hTraZDM-

OYHWgPebj2MfCFzFObQ&index=2)
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