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Large-scale Reinforcement Learining

• Number of states in real-applications
− Backgammon ≈ 1020

− Go ≈ 10170

• Problem with large state spaces
− Too many states to be stored in memory

− Too slow to learn the value of each state

• How to scale-up model-free methods for large states?



Function Approximation

• Using parameterized function to approximate true value function

ො𝑣(s, w) ≈ 𝑣𝜋(𝑠)

ො𝑞(s, a, w) ≈ 𝑞𝜋(𝑠, 𝑎)or

Where w ∈ ℝ𝒅



Types of Value Function Approximation

David Silver, Lecture 6: Function Approximation



Function Approximators

• Neural Networks

• Linear combinations of features

• Decision tree

• Nearest neighbor

• Fourier / wavelet bases

• ......



Differentiable Function Approximators

• Linear combinations of features

• Neural Networks

• We also need a training method for non-stationary, non-iid data



Gradient Descent



Gradient Descent

• Define the gradient of loss function J(w)

• Update weight w

𝒘𝑡+1 ← 𝒘𝑡 − 𝛼∇𝑤𝐽(𝒘𝑡)



Stochastic Gradient Descent

• Minimize the Mean-squared Error (MSE) between approximate value 
function ො𝑣(s, w) and true value function 𝑣𝜋(𝑠) :

• Gradient descent finds a local minimum

• Stochastic gradient descent samples training data



Feature Vectors

• Represent states by feature vectors 

• Examples:
− Distance of robot from landmarks, prices in stock market, piece and pawn in 

chess,…



Linear Approximation

• Approximate value function w using a linear combination of features

• Update rule is simple

ො𝑣(S, w) = w𝑇𝑥(𝑆)

J(w) = 𝐸𝜋 𝑉𝜋(𝑆) −w𝑇𝑥(𝑆)
2

𝒘𝑡+1 ← 𝒘𝑡 − 𝛼(𝑉𝜋(𝑆) −w𝑇𝑥(𝑆))𝑥(𝑆)



Table Lookup Features



There is no Supervisor in RL!

• Substitute a target for true value function 𝑣𝜋(𝑠)



Monte-Carlo with Value Function Approximation



TD Learning with Value Function Approximation



Control with Value Function Approximation

• Policy evaluation Approximate policy evaluation

• Policy improvement ε-greedy policy improvement



Action-value Function Approximation



Linear Action-Value Function Approximiation



Incremental Control Algorithms
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