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Symbols & Terminologies



Bellman Equations



Bellman Optimality Equations



Deriving the Bellman Equations



Deriving the Bellman Equations
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Dynamic Programming



Dynamic 
Programming



Dynamic Programming



Monte Carlo Methods



Monte Carlo Methods



Temporal-Difference 
Methods



Temporal-Difference 
Methods



N-step SARSA
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TD(λ)
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Forward View vs. Backward View

• N-step TD (and DP) are based 
on forward view

• TD( λ) is oriented backward in 
time
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